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Turing Test (1950)

▪ Alan Turing, Computing Machinery and Intelligence (1950)

– I propose to consider the question, “Can machines think?”



Alan Turing

Yann LeCun, Geoffrey Hinton, Yoshua Bengio

Turing Award 2019



Recent Development: OpenAI GPT Series

GPT = Generative Pre-trained Transformer

▪ state-of-the-art language processing artificial intelligence system developed by OpenAI

https://dzlab.github.io/ml/2020/07/25/gpt3-overview/



Recent Development: ChatGPT

https://chat.openai.com/chathttps://openai.com/blog/chatgpt/



Recent Development: ChatGPT



GPT starts to have reasonable mathematical 
reasoning skills 



Recent Development: Image Generation



Recent Development: Stable Diffusion

https://huggingface.co/spaces/stabilityai/stable-diffusion



Machine Learning

• One of the major goals and concepts in Artificial Intelligence.

• The study of computer algorithms that improve automatically by the use of 

data.

– Instead of specifically programming them how to solve the task

• Traditional Programming: get an output from the input and program

• Machine Learning: learn the program that links the input and output

OutputProgramInput Data

OutputProgramInput Data



Statistical Machine Learning – Classical ML

Prediction from Data 

Inference from Data

ProgramInput Data

Probabilistic model, or other 
Hypothesis about the data

Using training data to find best 
parameters in the model you assumed

Statistics: interpretability, 
hypothesis testing

Also include classification

Training:

Modeling: making 
assumptions on the program



Statistical Machine Learning – Classical ML

• Classical Machine Learning and Data Mining; 

https://web.stanford.edu/~hastie/ElemStatLearn/

Prediction from Data 

Inference from Data

http://faculty.marshall.usc.edu/gareth-james/ISL/

ProgramInput Data

Probabilistic model, or other 
Hypothesis about the data

Using training data to find best 
parameters in the model you assumed

Training:

Modeling: making 
assumptions on the program



Statistical Machine Learning – Classical ML

Prediction from Data 

Inference from Data

ProgramInput Data

Probabilistic model, or other 
Hypothesis about the data

Probabilistic model, or other 
Hypothesis about the dataExample: Logistic regression: 

1. Assume a probabilistic model

𝑃 𝑌 = 1 =
1

1 + exp(−𝑋′𝛽)

2. Find best 𝛽 that fits the training data

Care a lot on 
interpretability: 
e.g. whether effects 
are significant

Using training data to find best 
parameters in the model you assumed

Modeling: making    
assumptions on the program

Training:

Statistical
probabilistic/statistical



Statistical Machine Learning – Classical ML

Prediction from Data 

Inference from Data

ProgramInput Data

Focus more on the prediction

Care less on the interpretability

Probabilistic Model, or other 
Hypothesis about the data

Using more complex models 
regardless of interpretability

More complex input data, 
like image, video, text, etc

Using training data to find best 
parameters in the model you assumed

Training:



Statistical Machine Learning – Classical ML

Prediction from Data 

Inference from Data

ProgramInput Data

Focus more on the prediction

Care less on the interpretability

Probabilistic Model, or other 
Hypothesis about the data

Using more complex models 
regardless of interpretability

Feature 
Extraction

Spend more efforts in feature engineering to 
capture useful information from complex dataMore complex input data, 

like image, video, text, etc

Using training data to find best 
parameters in the model you assumed

Training:



ML on image data

http://yann.lecun.com/exdb/mnist/

Predict – 
The class of digit “7”

Model

Training Logistic Regression
K-Nearest-Neighbors

Support Vector 
Machine

Naïve Bayes
Classification Tree
Gradient Boosting
Neural Network



ML on image data - Deep Learning

Predict – 
The class of digit “7”

Model

Training Logistic Regression
K-Nearest-Neighbors

Support Vector 
Machine

Naïve Bayes
Classification Tree
Gradient Boosting
Neural Network

http://yann.lecun.com/exdb/mnist/



ML with feature engineering

• Face recognition: Input Data is more complex

https://www.intel.com/content/www/us/en/artificial-intelligence/posts/difference-between-ai-machine-learning-deep-learning.html

(𝑧1, 𝑧2, … , 𝑧𝐾)



DL vs. Classical ML 

(𝑧1, 𝑧2, … , 𝑧𝐾)

https://www.intel.com/content/www/us/en/artificial-intelligence/posts/difference-between-ai-machine-learning-deep-learning.html



DL vs. Classical ML 

Source: Krohn et al. DL Illustrated



DL vs. Classical ML 

• The idea of deep learning is the ability of the multi-layer neural networks to learn hierarchical 
representations of features 

Low Level Features

Lines & Edges Eyes & Nose & Ears Facial Structure

Mid Level Features High Level Features





The Rise of Deep Learning



Deep learning success 

• Speech, Images, Video

– Simple tasks (classification, localization) almost done on super-human level

– Complex tasks (semantic segmentation, style transfer, image generation, …) are in progress with 

exciting examples

• Text/Natural Language Processing (NLP) [a bit behind speech/images]

– Some good basic technologies are in use (word embeddings, machine translation, etc)

– Even more in progress (text generation, Q&A, etc)

• Reinforcement Learning (RL) 

– Great achievements exist: Go playing, Atari playing, more to come in business

• A lot of other research

– One-shot learning (very few data), multi-modal and multi-task learning, transfer learning, 

unsupervised  learning, and many many more



Example: Image Colorization

http://richzhang.github.io/colorization/



Example: Game of Go: Computer-
Human 4:1



Example: Self-driving Cars

• Almost all automobile industry as well as tech giants  (Google, Apple, NVidia, 

Uber, Tesla, Volvo, Mercedes-Benz — pioneered by Ernst Dickmanns in 1980s) 

develop their own autonomous car.

• Automobiles will become really auto-mobile. 



Example: Image generation by text

Generative Adversarial 

Text to Image Synthesis

Stable Diffusion

runwayml



Deep Learning -> Business and Industry Transformation

• Sales

– “Next product to buy” recommendations

• Banking

– Automated Loan Processing Systems

• Retail: faster and better shopping services

– Robotic assistants in retail stores

– Use of biometrics (facial recognition, fingerprints)

– AI based predictive analytics on demand

• Health Care

– AI diagnostics via analysis of medical data

– Robot-assisted surgery



Hype of ML / DL in Financial Industries 

Li Deng
Microsoft

Manuela Veloso
Carnegie Mellon

Pedro Domingos
U of Washington

Yoram Singer
Princeton & Google



Potential Economic Impact

▪ Productivity growth

– Substitution, augmentation & contributions to labor productivity

▪ AI adoption could raise global GDP by $13T by 2030

– 1.2% of additional GDP growth per year



Danger of AI and ML: Discrimination & Fairness 

Discrimination and Bias: “man is to king as woman is to x”  

https://www.microsoft.com/en-us/research/blog/what-are-the-biases-in-my-data/

https://research.aimultiple.com/ai-bias/



Danger of AI and ML: Attacks

Adversarial attacks of AI

▪ A sticker near a banana



Danger of AI and ML: DeepFake

Generative Adversarial Networks, GAN

An example of deepfake technology: in a scene 
from Man of Steel, actress Amy Adams in the 
original (left) is modified to have the face of 
actor Nicolas Cage (right)

Automatically generate fake 
reviews or even academic 
papers SCIgen: Just enter 
the author's name and the 
computer can help you 
generate an "SCI-level" 
computer paper. 

https://en.wikipedia.org/wiki/Man_of_Steel_(film)
https://en.wikipedia.org/wiki/Amy_Adams
https://en.wikipedia.org/wiki/Amy_Adams
https://en.wikipedia.org/wiki/Nicolas_Cage
https://en.wikipedia.org/wiki/Nicolas_Cage


What drives deep learning to be successful?

Deep Architecture                 Big Data                    Computing power



Deep Neural Networks

• Frank Rosenblatt’s Perceptron: 1956

– Trained by back-propagation: Seppo Linnainmaa (1970) Paul Werbos (1974)



Deep Neural Networks

• Convolution Neural Network (CNN)

Yann LeCun (1989)



Deep Neural Networks

GoogLeNet, 2014

• Deeper Convolutional Neural Networks 



Big Data

• MNIST 

– DATABASE of handwritten digits

– 60,000 training samples

– 28 x 28 pixels 

– 14.8 MB



Big Data

Dataset of over 14 million images across 21,841 categories, 300 G
https://gluon-cv.mxnet.io/build/examples_datasets/imagenet.html (2009) How to obtain categories? 

https://gluon-cv.mxnet.io/build/examples_datasets/imagenet.html
https://gluon-cv.mxnet.io/build/examples_datasets/imagenet.html
https://gluon-cv.mxnet.io/build/examples_datasets/imagenet.html


Computing Power: GPU



Computing Power: Google TPU

• (May 18, 2016) Google announced  

Tensor Processing Unit (TPU) 

– a custom ASIC built 

specifically for machine 

learning — and tailored 

for TensorFlow 



More Data + More Power



Deep learning Software

Google

Amazon

Facebook
AI Research

Cloud platforms

Francois Chollet
(now at Google)





Colab

• Colab is a Python development environment that runs in the browser using 

Google Cloud.

– https://colab.research.google.com/ 

– Like Jupyter Notebook (iPython) , but you don’t have to install anything on your computer 

or face issues of installation errors

• https://www.youtube.com/watch?v=inN8seMm7UI

https://colab.research.google.com/
https://colab.research.google.com/


Machine Learning Overview

http://yann.lecun.com/exdb/mnist/

Predict – 
The class of digit “7”

Model

Examples

https://medium.com/mlearning-ai/is-your-machine-learning-model-worth-the-stress-80aa93bfa808

• Key Terminologies

– Labels:  𝑌

– Features: 𝑋

– Examples:  (𝑋, 𝑌)

– Models:  𝑓: 𝑋 → 𝑌



Supervised Learning

Task:

Label SpaceFeature Space

Market information 
up to time t-1

Share Price at t
“$ 24.50”

“Digit 3”
“Digit 7”Handwritten digits



Supervised Learning - Regression

Share Price at t
“$ 24.50”

Continuous Labels

Label Space

(Gene, Drug)
Expression level

“0.01”

Feature Space

Market information 
up to time t-1

ML Models:

Linear Regression
(Ordinary Least Square / 
Ridge / Lasso) 
Regression Tree

Boosting
Neural Network



Supervised Learning - Classification

Label Space

“Sports”
“News”
“Science”
    …

Feature Space

Words in a document

Discrete Labels

“Digit 3”
“Digit 7”Handwritten digits

ML Models:

Logistic Regression
K-Nearest-Neighbors
Support Vector Machine
Naïve Bayes
Classification Tree

Boosting
Neural Network



Unsupervised Learning

• Aka “learning without a teacher”

Feature Space

Words in a document Word distribution
(Probability of a word)

The goal is more diverse

Can even be served as a pre-
processing step for supervised learning

Task:



Unsupervised Learning – Density 
Estimation

• Population density



Unsupervised Learning – Clustering

• Group similar things e.g. images

– Methods

• Hierarchical 

Clustering

• K-means

[Goldberger et al.]



Unsupervised Learning - Embedding

• Dimension Reduction

– Images have thousands or 

millions of pixels.

– Can we give each image a 

coordinate, such that similar

images are near each other?

– Methods

• PCA

• LDA

• Manifold Learning

• Autoencoder

[Saul & Roweis ‘03]



Machine Learning Tasks and Models

Tasks

Supervised 
Learning

Unsupervised 
Learning

Models

Linear Regression

Logistic Regression

K-Nearest-Neighbors

Naïve Bayes

Decision Tree

Gradient Boosting

Neural Network

Principle Component Analysis

K-means



Machine Learning Tasks and Models

Tasks

Regression

Classification

Clustering

Dimension 
Reduction

Models

Linear Regression

Logistic Regression

K-Nearest-Neighbors

Naïve Bayes

Decision Tree

Gradient Boosting

Neural Network

Principle Component Analysis

K-means



Machine Learning Tasks and Models

Tasks

Regression

Classification

Clustering

Dimension 
Reduction

Models

Linear Regression

Logistic Regression

K-Nearest-Neighbors

Naïve Bayes

Decision Tree

Gradient Boosting

Neural Network

Principle Component Analysis

K-means



Model Assessment : Performance Measure

• Supervised Learning

Task:

Performance:

Classification: Handwritten digits

“Digit 7”

𝑓 𝑋Y

“Digit 1” 1

“Digit 7” 0

X 𝑙𝑜𝑠𝑠(𝑌, 𝑓 𝑋 )

0/1 loss

= 1𝑌≠𝑓 𝑋

𝑙𝑜𝑠𝑠 𝑌, 𝑓 𝑋 : Measure of similarity between true label 𝑌 and prediction 𝑓 𝑋



Model Assessment : Performance Measure

• Supervised Learning

Task:

Performance:

Regression: predict stock price

Share price
“$24.50”

X 𝑓 𝑋Y

“$24.50” 0

“$26.00” ?

?“$26.10”

Past performance 
and market information

𝑙𝑜𝑠𝑠(𝑌, 𝑓 𝑋 )

Squared loss

= 𝑦 − 𝑓 𝑥
2

𝑙𝑜𝑠𝑠 𝑌, 𝑓 𝑋 : Measure of similarity between true label 𝑌 and prediction 𝑓 𝑋



Model Assessment: True vs. Empirical Risk

• True Risk: Target performance measure 𝐸𝑡𝑒𝑠𝑡[𝑙𝑜𝑠𝑠(𝑌, 𝑓 𝑋 ]

– Performance on a random test point (𝑋, 𝑌)

– Classification – Probability of misclassification 𝐸 1𝑌≠𝑓 𝑋 = 𝑃(𝑌 ≠ 𝑓 𝑋 )

– Regression – Mean Squared Error 𝐸 𝑌 − 𝑓 𝑋
2

• Empirical Risk: Performance on training data 
1

𝑛
∑
𝑛

𝑖=1
𝑙𝑜𝑠𝑠(𝑌𝑖 , 𝑓 𝑋𝑖)

– Classification – Proportion of misclassified examples. 
1

𝑛
∑
𝑛

𝑖=1
1𝑌𝑖≠𝑓 𝑋𝑖

– Regression – Average Squared Error 
1

𝑛
∑
𝑛

𝑖=1
 (𝑦𝑖 − 𝑓 𝑥𝑖

2



Overfitting

• Is the following predictor a good one?

• What is its empirical risk? (performance on training data)

• What about true risk?

• Will predict very poorly on new random test point: 

 Large test error (generalization error)



Effect of Model Complexity

• If we allow very complicated models/predictors, we could overfit the training 

data.

Empirical risk is no longer a 
good indicator of true risk 

fixed # training data



How to control model complexity? - 
Regularization

• Consider linear regression: given 𝑛 data points 𝑋𝑖 ∈ 𝑅𝑚 , 𝑦𝑖 ∈ 𝑅

• Fit a linear model: min
𝑊∈𝑅𝑚

1

𝑛
∑𝑖=1

𝑛 𝑦𝑖 − 𝑋𝑖
𝑇𝑊

2

• However, it will perform bad when the dimension 𝑚 is large (model is too complex)

• Regularization: min
𝑊∈𝑅𝑚

1

𝑛
∑𝑖=1

𝑛 𝑦𝑖 − 𝑋𝑖
𝑇𝑊

2
+ 𝜆 ⋅ pen 𝑊

• 𝜆: regularization parameter, controls the model complexity 

• pen 𝑊 : penalty of 𝑊

– Examples: pen 𝑊 = 𝑊
2

= ∑𝑗 𝑤𝑗
2

 `

–                    pen 𝑊 = 𝑊
1

= ∑𝑗 𝑤𝑗    (𝑙1-penalty, Lasso) 

• Lasso (𝑙1-penalty) results in sparse solutions – vector with more zero coordinates



How to choose regularization parameters

• K-fold cross-validation

– Randomly create 𝐾-fold partition of the dataset.

– Form 𝐾 hold-out regression/classification function, each time using one partition as 

validation and rest 𝐾 − 1 as training datasets.

– Final parameter is the one  that leads to the smallest average validation error

validation

Run 1

Run 2

Run K

training

Find the best  𝜆 from a list of candidates 
(𝜆1, … , 𝜆𝐿) that  minimizes 

1

𝐾
෍

𝑘

𝐸𝑟𝑟𝑘 𝜆

𝐸𝑟𝑟1(𝜆)

𝐸𝑟𝑟2(𝜆)

𝐸𝑟𝑟𝐾(𝜆)



Build ML Algorithms - 5 Useful Tips
by Machine Learning Yearning, Andrew Ng

• Rule 1: Biggest drivers of the success

– Data availability & Computational scale



Build ML Algorithms - 5 Useful Tips

• Rule 2: Divide your datasets quickly & properly

– Validation and test sets should 

come from the same distribution 

• Wrong example: US and India data 

for validation and China data for test

– Validation sets should be large enough to detect difference

• Set of 100 examples would not be able to detect a 0.1% difference.

• Meanwhile, split the validation set to Eyeball dev set + Blackbox dev set

– Incorrectly Chosen - Don’t be afraid to change your sets when necessary

• Actual distribution you need to do well on is different from the validation/test sets.

• The metric is measuring something other than what the project needs to optimize



Build ML Algorithms - 5 Useful Tips

• Rule 3: Bias and Variance: The two big sources of error

– Identifying the bias and variance

• Error rate on the training / validation set

– Tradeoff: Underfitting / Overfitting

– In the modern era: more options

• High avoidable bias

– increase the size of your model

• High variance

– add data to your training set

– proper regularization

– early stopping

• Modify input features / model architecture



Build ML Algorithms - 5 Useful Tips

• Rule 4: Utilizing multiple evaluation

– Tradeoff between Precision / Recall 

– Trade-off Between accuracy and running time

• Combinations of multiple evaluation metrics

– E.g. Accuracy - 0.5* RT

• Optimizing + Satisfying Metric

– Set 100ms as acceptable

– Optimize Accuracy



Build ML Algorithms - 5 Useful Tips

• Rule 5: Iterative Process

– Don’t expect it to work first time 

– Try out many dozens of ideas before

you discover something satisfactory

– Quickly detect whether to refine 

or to discard the idea



Slide Courtesy and Acknowledgement 

▪ MIT Course: MIT 6.S191:  © Alexander Amini and Ava Soleimany

▪ Carnegie Mellon Course: Machine Learning (by Aarti Singh) and Deep Learning (by Ruslan 

Salakhutdinov)

▪ Deep Learning course at Stevens Institute of Technology (by Shusen Wang)

▪ NYU Course: Introduction to AI & Its Applications in Business (by Alex Tuzhilin)

▪ Stanford Course: Convolutional Neural Networks for Visual Recognition (by Feifei Li)



Questions?
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