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Scalar normal random variable

Definition
A random variable Y has the normal distribution with mean p and
variance o2, denoted Y ~ N (1, 0?) whose density is given by

fw) = — exp(_@w)

202

We say that Y is ifu=0ando = 1.

The moment generating function (mgf) for the standard normal is

m.(t) = E [e'?] = /jo e f(2)dz = /‘OC (27?)*% exp {tz — 2%/2} dz

— 00

= /jo (27)7 % exp {-(z—1)%/2+t*/2} dz = exp {t*/2}
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Standard multivariate distribution

Definition

Let Z be a p x 1 vector with each component Z;,i =1,...,p
independently distributed with Z; ~ N (0, 1). Then Z has the
standard multivariate normal distribution, denoted Z ~ N,, (0,1,), in
p dimensions. The joint density of the standard multivariate normal

can be written then as

pz(z) = (2m) P/ exp {— Zz?/?}

=1
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Moment generating function of a random vector

Definition
The moment generating function of a multivariate random variable
X is given by

mx(t) = F {etTX}
provided this expectation exists in a rectangle that includes the

origin. More precisely, there exists h; > 0,i =1, ...,p, so that the
expectation exists for all t such that —h; <t; < h;,i=1,...,p
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Key property of MGF |

Theorem

If moment generating functions for two random vectors X, and X,
exist, then the cdf’s for X, and X are identical iff the MGF’s are
identical in an open rectangle that includes the origin.
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Key property of MGF Il

Theorem

Assume the random vectors X1,Xo, ..., X, each have MGFs
mx, (t;),j=1,...,p, and that X = (XT,X%,...,XT)" has MGF
mx (t), where t is partitioned similarly. Then X, X, ...,X, are
mutually independent iff

mx(t) =mx, (tl) X Mx, (tg) X ... X mx, (tp)

for all t in an open rectangle that includes the origin.
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MGF for a standard MVN distribution

The MGF for the standard multivariate normal distribution
Z ~ N, (0,I,) is:

mg(t) = E {exp (tTZ)} =F {exp (Z tiZZ) } = Hmzi (t;)

=il

= exp {itf/Q} = exp {t"t/2}

i=1

From this the moment generating function for X =y + AZ can be
constructed:

mx(t) — B |:€th} - E {etTu+tTAZ} _ @tT“XmZ (ATt) = exp {tT/L—‘rtTAA
which is a function of just z and AAT.

7/31



MGF of a MVN distribution

+ The moment generating function for X = . + AZ can be
constructed:

mx(t) =FE {etTX} =F [etT““TAZ}
= et H x m, (ATt) =exp {t"p+tTAATE/2}

which is a function of y and AAT.
« We know that F[X] =y and Cov(X) = AAT.

» The multivariate normal distribution is characterized by its mean
vector and covariance matrix.
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Multivariate normal distribution

Definition

The p-dimensional vector X has the multivariate normal distribution
with mean 1 and covariance matrix V, denoted by X ~ N, (i, V), if
and only if its moment generating function takes the form

mx (t) = exp {t" p +tTVt/2}

» An important point to be emphasized here is that the covariance
matrix may be singular, leading to the singular multivariate
normal distribution.

+ In this singular normal distribution, the probability mass lies in a
subspace, and the dimension of the subspace-the rank of the
covariance matrix - will be important
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How to sample an MVN(u, V)

« for any nonnegative definite matrix V, we can find a matrix A
such that V.= AAT,

* Hence, Y = i+ AZ where Z is standard MVN is MVV(u, V).
The choice of the square root A does not matter.
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Multivariate normal distribution

Theorem

The p-dimensional vector X is if and only if for

any p-dimensional vector a, a' X is a scalar normal random
variable.
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Elementary properties 1

Theorem

IfX ~ N,(u, V) andY = a+BX whereaisq x 1, andB is g x p,
then'Y ~ N, (a + B,u,BVBT).

Corollary

If X is multivariate normal, then the joint distribution of any subset is
multivariate normal.
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Elementary properties 2

Theorem

IfX ~ N,(u, V) and V is nonsingular, then

(a) there exists a nonsingular matrix A such thatV = AA”,
(b) A™H(X — p) ~ N, (0,1,), and

(c) the pdfis (2m)P/2|V|~2 exp {—L(x — )TV~ (x — u)}.
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Decorrelation and independence

Theorem
LetX ~ N,(u, V). Consider the following partition:

X1 p1 M1 p1 Vii Vi ... Vi,

X2 D2 H2 D2 Va1 Voo ... Vg,
X = NS , V= : : :

Xm, Pm Hm, Pm Vm,l Vm2 s Vm,m,

then X1,Xo, ..., X,, are jointly independent iff V;; = 0 for all i # j.
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Elementary property 3

Theorem
LetX ~ N,(p, V), and Y1 = a; + B1X, Y, = a; + BoX, then Y,
andY, are independent iff B;VBZ = 0.
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Chi-square distribution

Definition
LetZ ~ N, (0,1,), then U = ZTZ = " | Z? has the chi-square
distribution with p degrees of freedom, denoted by U ~ 2.
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MGF of a chi-square distribution

The moment generating function for U can be computed directly from
the normal distribution as

my(t) =E [eV] = E

P
exp {tZZf}
i=1
P oo . 1
= H/ (2m) "2 exp {tzf - 22’?} dz = (1 —2t)~

i=1Y 7

p
2

since

/OC (2m) "% exp {t22 - ;z2} dz = /OC (27)2 exp {—;(1 - 2t)z2} dz = (1-

— 00 —o0
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Density of central chi-square distribution

The density for U ~ x? is given by

w(P=2)/20—u/2
pu(u) = T2

for u > 0, and zero otherwise. Obtaining the MGF from the density we
have

00 oo . (p—2)/2,~u(3—t)
mo(t) = [ eprladu= [ e —du
0 0

T(p/2)27
_ T2 G-

T(p/2)20/2 (1—2t)=?/2
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Non-central chi-square distribution

Definition

Let J ~ Poisson(¢), and (U | J = j) ~ X3, then unconditionally, U
has the noncentral chi-square distribution with noncentrality
parameter ¢, denoted by U ~ x2(¢).

Using the characterization above, the density of the noncentral x>
can be written as a Poisson-weighted mixture:

> [e—%y} wP+2i=2)/2p—u/2

po(w =2, I' (2£21) 25+p/2

1
=L J

for « > 0 and zero otherwise.
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Property 1

Theorem
IfU ~ x2(¢), then its MGF is
my(t) = (1 — 2t)7P/2 exp{2¢t/(1 — 2t)}.

20/31



Property 1

Theorem

IfU ~ x2(¢), then its MGF is

my(t) = (1 — 2t)7P/2 exp{2¢t/(1 — 2t)}.
Proof.

Taking the conditional route rather than directly using the density
and employing Result 5.8, we have

E [etU] - E [E [etU | J :j” - B [(1 _ 2t)—(p+2J)/2}

Z(l — 2t)~(P+20)2i =% /1
j=0

= (1- 27729 S [/ (1 — ) /5!
j=0
=(1— Qt)—P/2e—¢e¢/(1—2t)
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Property 2

Theorem
IfU,Us, ..., U, are jointly independent, and U; ~ an (1), then
U= 2221 U; ~ X§(¢) where p = ZZZl p; and ¢ = 2121 -
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Property 2

Theorem

IfU,Us, ..., U, are jointly independent, and U; ~ X,Q) (1), then
U=Y" U ~x3(¢) wherep=>3"" piand ¢ = 3" | ¢;.
Proof.

Obtaining the MGF for U we have

m

my(t) = [“ZU)} HmU H[1—2t )7Pi/2 exp {2t /(1 — 2t)}

i=1

= (1-2t)7"? exp{2ﬁ¢/(1 —2t)}
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Property 3

Theorem
IfU ~ Xf,(qb), then E(U) = p + 2¢ and Var(U) = 2p + 8¢.
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Property 4

Theorem
If X ~ N(u,1), thenU = X2 ~ x? (4?/2).
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Property 4

Theorem
If X ~ N(u,1), thenU = X2 ~ x? (4?/2).

Proof.
Finding the moment generating function for U, we have

oo

my(t) =F [etxz} = /_OO(QW)_% exp {tz® — (z — p)*/2} dx
:/_D;(Qﬂ)—i exp {—; [2% — 2zp + p? — 2ta?] } dx
_ /i(zw)é exp {—(1 = 2t)(x — p/(1 — 2¢))?/2} da

X exp{—; (w® = p?/(1-2t)}

=(1—2t)"% x exp { (;,f) 2t/(1 — 2t)}
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Theorem
IFX ~ Ny (1, 1), thenW = XTX =30 | X2 ~ X2 (3u7p).

Proof.
Since W = Y""_| U, where U; are independent (since V;; = 0 for
i#j),and U; ~ x2 (¢;) where p; = 1,¢; = 542, Property 2

provides the result, since -0 ¢; = 27 p. O
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Property IV

Theorem
LetX ~ N, (u,1,) and A be symmetric; then if A is idempotent with
rank s, then XTAX ~ 2 (¢ = su" Ap).
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Property V

Theorem
LetX ~ N,(p, V) and A be symmetric with ranks; if BVA = 0, then
BX and XTAX are independent. Here B is ¢ x p.
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Mean and variance of Gaussian sample

Suppose that X, --- , X,, are i.i.d. Normal random variables with
mean p and variance o2 and define

B 1 n
n 4
=il

and

1 =\ 2
2 _
S _n—liz:;(Xi_X)
X and S? are called the sample mean and sample variance
respectively. We know already that X ~ N (y,0?/n). The following
results indicates that X is independent of S? and that the distribution

of S? is related to a x? with n — 1 degrees of freedom.
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Gosset theorem

Proposition
(n—1)S?/o* ~ x*(n — 1) and is independent of X ~ N (u,0?).
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t-distribution

Definition

Let Z ~ N(0,1) and V ~ x?(n) be independent random variables.
Define T = Z//V/n; the random variable 7T is said to have
Student’s ¢ distribution with n degrees of freedom. (7 ~ T (n).)
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p.d.f of a Student’s ¢-distribution

Suppose that Z ~ N(0,1) and V ~ x?(n) are independent random
variables, and define T' = Z//V/n.

 determine the density of T’
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Student’s ¢-distribution

Suppose that X3, ---, X,, are i.i.d. Normal random variables with
mean . and variance o2. Define the sample mean and variance of

the X; 's:

Now define T = /n(X — 11)/S;

» ShowthatT ~ 7 (n —1)
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